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Definitions and concepts in ML

* What is meant by Machine Learning?
 History

» Types of problems to solve:
« Regression
» Classification
» Supervised and unsupervised methods

* What are the training sets

 Validation techniques (Training, test, validation)

* Model errors: Bias & variance

* What is overfitting?

» Techniques for dealing with overfitting (e.g. Cross validation)
 Evaluation metrics



What is meant by Machine Learning?

* Why “Learn” ?

* Machine learning is programming computers to optimize a performance
criterion using example data or past experience.

 There is no need to “learn” to calculate a mean

» Learning is used when:
* Human expertise does not exist (COVID19 pandemia),
 Humans are unable to explain their expertise (medic diagnosis)
» Solution changes in time (routing on a computer network)
« Solution needs to be adapted to particular cases (user biometrics)



[Learning to Machine Learning

* What We Talk About “Learning”:
 Learning general models from a data of particular examples
« Data is cheap and abundant (data warehouses, data marts); knowledge is
expensive and scarce.

« Example in retail: extract image characteristics to improve diagnostics (see
examples in Kaggle https://www.kaggle.com/datasets )

« Build a model that is a good and useful approximation to the data.

* Machine Learning:
« Optimize a performance criterion using example data or past experience.
* Role of Statistics: Inference from a sample
« Role of Computer science: Efficient algorithms to:

» Solve the optimization problem
» Representing and evaluating the model for inference



https://www.kaggle.com/datasets

Machine Learning: definitions

* Machine learning (ML) is a field of inquiry devoted to understanding and building
methods that 'learn’, that is, methods that leverage data to improve performance on
some set of tasks.

* Itisseen as a part of artificial intelligence.

/ Artificial Intelligence: a subset of

*  Machine learning algorithms build a model based on sample data, known as training data, ‘/ \W computer science that enables machines to carry out
in order to make predictions or decisions without being explicitly programmed to do so. _\ | tasks more traditionally done by humans

* Machine learning algorithms are used in a wide variety of applications, such as in -‘/ \Q.,_

medicine, email filtering, speech recognition, and computer vision, where it is difficult or N
unfeasible to develop conventional algorithms to perform the needed tasks.

\ 4 Machine Learning:
] A a subset of Al that enables computers to
0 effectively learn from data, without being

* A subset of machine learning is closely related to computational statistics, which focuses specifically programmed to do so

on making predictions using computers, but not all machine learning is statistical learning.

@ Deep Learning: |

* The study of mathematical optimization delivers methods, theory and application F@

.‘@ further sub-field of

domains to the field of machine learning. sl 1
machine learning that

* Data mining is a related field of study, focusing on exploratory data analysis through seeks to deal with
unsupervised learning. Some implementations of machine learning use data and neural information with a logic
networks in a way that mimics the working of a biological brain. structure similar to how a

human would draw

* In its application across business problems, machine learning is also referred to as conclusions

predictive analytics

*  Machine learning programs can perform tasks without being explicitly programmed to do
so. It involves computers learning from data provided so that they carry out certain tasks.
For simple tasks assigned to computers, it is possible to program algorithms telling the
machine how to execute all steps required to solve the problem at hand; on the
computer's part, no learning is needed. For more advanced tasks, it can be challenging for
a human to manually create the needed algorithms. In practice, it can turn out to be more
effective to help the machine develop its own algorithm, rather than having human Internet
programmers specify every needed step.

Figure 1; The three key terms in Al and how they are related



The Machine Learning Process
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Example of ML in translational medicine

_ https://www.thelancet.com/article/S2352-3964%2819%2930549-3 /fulltext
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Process of Al/ML in translational medicine. A number of high-throughput assays generate data from
many patient samples. Datasets are then structured into machine-readable format and potentially
important variables are identified using an ML algorithm. The algorithm will learn relationships
between the variables and may perform intelligent tasks such as grouping patients or predicting their
outcomes.
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History

MACHINE LEARNING HISTORY

The term “machine First neural networks New algorithms
© learning” was coined. - applied to real world : (Backpropagation) and
: problems (MADALINE). neural networks (CNN)
H : ! created.
@ D
=
2000 1990 1980 z
2
Deep learning Boosting algorithms . Machine learning and D »
* accelerated by GPU - discovered to reduce * artificial Intelligence %
. development. * bias. . took separate paths.

https://en.wikipedia.org/wiki/Machine learning

—E——e
The term machine learning was coined in

Artificial Intelligence
9 1959 by Arthur Samuel, an IBM employee 2017 2019 Now

. and pioneer‘ in the field of Compute r ! Machine learning * Well financed ! scientific frontier.
M a E h | n E . . . . . . : models in . startups leveraged '
: gaming and artificial intelligence. Also : Production.  machine learning. :

Learning

the synonym self-teaching computers were

used in this time period. é ©) é é ]

Deep

Learning https://mobidev.biz/blog/future-machine-learning-trends-impact-business

Machine learning as subfield of All23]
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Types of problems to solve

» Categories of Machine Learning

At the most fundamental level, machine learning can be categorized into two main types: supervised learning and
unsupervised learning

Supervised learning: involves somehow modeling the relationship between measured features of data and some
de\ tg associated with the data; once this model is determined, it can be used to apply labels to new, unknown
ala.
» This is further subdivided into classification tasks and regression tasks. The labels:
* in classification, the labels are discrete categories (ex: disease1, disease2,...)
* while in regression, the labels are continuous quantities (ex: biomarker concentration 1.23, 1.45, 2,...)
+  We will see examples of both types of supervised learning in the following section.

Unsu%ervised learning: involves modeling the features of a dataset without reference to any label, and is often
escribed as "etling the dataset speak for itself."

These models include tasks such as clustering and dimensionality reduction.

. Clusterin? algorithms identify distinct groups of data, while dimensionality reduction algorithms search for more succinct
representations of the data.

+  We will see examples of both types of unsupervised learning in the following section.

In addition, there are so-called semi-supervised learning methods, which falls somewhere between supervised
learning and unsupervised learning:

» Semi-supervised learning methods are often useful when only incomplete labels are available.

From Python Data Science Handbook](http://shop.oreilly.com/product/0636920034919.do ) by Jake VanderPlas; the
content is available [on GitHub](https://github.com/jakevdp/PythonDataScienceHandbook ).



http://shop.oreilly.com/product/0636920034919.do
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Machine Learning Categories

Supervised learning Unsupervised learning Reinforcement learning

« At the most fundamental Ievel
machine learning can be categorized
into two main types: supervised
learning and unsupervised learning

¢ A labelled dataset is provided
e Learning is task-driven
e Algorithm trains to improve outcome over time

* No labelled dataset is provided and output is e Based on trial and error with reward or
unknown punishment before repetition
¢ Learning based on pattern identification and e Algorithm trains to improve outcome over

recognition time

 Supervised

involves
the relationship

learning
somehow modelin

Training dataset
in which known
pathological

| features are

J] abelled

Heterogeneous
patient population

— | apply reward or

Patients and
their medical
history

between measured features of data | | i :
and some label associated with the e s o Mlimodal applyscton | ] Sdeefects,
data; once this model is determined, it < ) petient date eacion lack
can be used to apply labels to new, Evaluate model on test data | esponse
unknown data. | Unsupensed imeracton
P T ek clustering on basis of P h progression
Unseen data UiseEn ckiE molecular features atent sobtpes Done? No
Unsupervised learning involves | vithshared
modeling the fealures of a dataset Yes
without reference to any label, and is 0w 5w | TRTR .
sgi e s FRTY |

often described as "letting the dataset
speak for itself."

class 2

https://www.nature.com/articles/s41582-020-0377-8

class 1

punishment

10


https://www.nature.com/articles/s41582-020-0377-8

Supervised machine learning works & Types of
problems to solve

How Supervised Machine Learning Works
STEP|

STEP 2
Provide the machine learning algorithm categorized or

Feed the machine new, unlabeled information to see if it tags
“labeled” input and output data from to learn

; nformatior : « This is further subdivided into
new data appropriately. If not, continue refining the algorithm ClaSSiﬁCation tasks and
regression task.s.: |
N ] ]  in classification, the
— "CATS” labels are discrete
— .
@ categories,
| - while in regression, the
Y “NOT CATS” labels
MACHINE A@% MACHINE

e
| quantitie:_re continuous
&)

TYPES OF PROBLEMS TO WHICH IT'S SUITED

types of supervised learning
CLASSIFICATION REGRESSION

o ® Sorting ite
* orting Iems

We will see examples of both

into categories
# g

in the following section.

Identifying real values
(dollars, weight, etc.)

https://www.uc.ac.id/ict/perbedaan-supervised-learning-and-unsupervised-learning/

11


https://www.uc.ac.id/ict/perbedaan-supervised-learning-and-unsupervised-learning/

Unsupervised machine learning works
& Types of problems to solve

How Unsupervised Machine Learning Works
STEP 2

STEP|

Provide the machine learning algorithm uncategorized,

unlabeled input data

to see what patterns it finds

Observe and learn from the
patterns the machine identifies

(4 N[ P—a)
@ e
X b o,
== o
HED |-
\;‘ f;"‘— % o
(3—1
AADH (=) [ MACHINE MACHINE
k‘ )J) \, jé
TYPES OF PROBLEMS TO WHICH IT’S SUITED
CLUSTERING ANOMALY DETECTION

Identifying similarities in groups

For Example: Are there patterns in
the data to indicate certain patients
will respond better to this treatment
than others?

Identifying abnormalities in data

For Example: |s a hacker intruding in
our network?

These models include tasks such as
clustering and dimensionality
reduction.

Clustering algorithms identify distinct
groups of data, while dimensionality
reduction algorithms search for more
succinct representations of the data.
We will see examples of both types of
unsupervised learning in the following
section.

In addition, there are so-called *semi-
supervised learning methods, which
falls somewhere between supervised
learning and unsupervised learning.
Semi-supervised learning methods
are often useful when only incomplete
labels are available

12



Algorithms in ML

Supervised Learning

5 e

Machine Learning Types

Unsupervised
Learning

Semi-supervised
Learning

1

el s S

Reinforcement
Learning

e

Continuous Categorical " ' Categorical Target variable
Target Variable Torget Variable Target variable not available Categorical Target Variable Target Variable ashauanas
' ‘ /\ /\ ]: l

Regression Classification Clustering Association Classification Clustering Classification Control
| | | | | | I 1
| | | | | | I |
¥ v ¥ ¥ ¥ ¥ ¥ ¥
Housing Price Medical Customer Market Basket Text Lane-finding Optimized Driveriess Cors
Prediction Imaging Segmentation Analysis Classification on GPS data Marketing

Interactive map: https://chart-studio.plotly.com/create/?fid=SolClover:40#/
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What are the training sets

« The creation of different samples and splits in
the dataset helps us judge the true model Training data/validation/test
performance.

« The dataset split ratio depends on the
number of samples present in the dataset and
the model.

« Some common inferences that can be
derived on dataset split include:

Train model Evaluate model
on Training Set on Validation Set

Tweak model according

 If there are several hyperparameters to tune, the
machine learning model requires a larger
validation set to optimize the model
performance. Similarly, if the model has fewer or l

to results on (Validation Set|

no hyperparameters, it would be easy to validate
the model using a small set of data.

 If a model use case is such that a false
prediction can drastically hamper the model
Berformance_—llke falsely predicting cancer—it's
etter to validate the model after each epoch to
make the model learn varied scenarios.

Pick model that does Confirm results
best on |Validation Set on| Test Set

https://www.v7labs.com/blog/train-validation-test-set



https://www.v7labs.com/blog/train-validation-test-set

Training and Test data

« |In Data Science, training data and testing data are two major
roles. Evaluating the performance of a built model is just as

significant as training and building the model because a model
with unevaluated performance may produce false predictions Dataset
and lead to serious complications. In order to prevent such

situations and to ensure the accuracy of the predictions, you
must test and validate the model well enough

« To build and evaluate the performance of a machine learning Training
model, we usually break our dataset into two distinct datasets.

These two datasets are the training data and test data. Let's
have a closer look at each of these sub-datasets.

* Training data:

* Training data are the sub-dataset which we use to train a model. These . . . .
datasets contain data observations in a particular domain. Algorithms study the Tl'all'lll'lg Validation @
hidden patterns and insights which are hidden inside these observations and

learn from them. The model will be trained over and over again using the data in
the training set machine learning and continue to learn the features of this data.
Later we can deploy the trained model and have accurate predictions over new . _
data. These predictions will be based on the learnings from the training dataset. https://sdsclub.com/how-to-train-and-test-data-like-a-pro/

 Test data:

* In Machine learning Test data is the sub-dataset that we use to evaluate the
performance of a model built using a training dataset. Although we extract both
train and test data from the same dataset, the test dataset should not contain
any training dataset data. The purpose of creating a model is to predict
unknown results. The test data is used to check the performance, accuracy, and
precision of the model created using training data 15
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Evaluation metrics: Errors

There are two main types of errors
a)Reducible Errors and b)lrreducible

resent in any machine learning model:
rrors:

Irreducible errors are errors which will always be present in a machine learning
model, because of unknown variables, and whose values cannot be reduced.

Reducible errors are those errors whose values can be further reduced to improve a
model. They are caused because our model’s output function does not match the
desired output function and can be optimized.

We can further divide reducible errors into two:
 Bias
¢« Variance

Bias:
* To make predictions, our model will analyze our data and find patterns in it.
. éJsting these patterns, we can make generalizations about certain instances in our
ata.
* Our model after training learns these patterns and applies them to the test set to
predict them.
» Bias is the difference between our actual and predicted values.
* Bias is the simple assumptions that our model makes about our data to be able to
predict new data.
* When the Bias is high, assumptions made t|)_¥].our model are too basic, the model can’t
ca?ture the important features of our data. This means that our model hasn’t captured
Pa terns in the training data and hence cannot perform well on the testing data too. If
his is the case, our model cannot perform on new data and cannot be sent into
production.
Variance:

We can define variance as the model’s sensitivity to fluctuations in the data (noise).

Variance is the verg opposite of Bias: During training, it allows our model to ‘see’ the
data a certain number of times to find patterns in it. If it does not work on the data for
long enough, it will not find Patterns and bias occurs. On the other hand, if our model
is allowed to view the data too many times, it will learn very well for only that data. It
will capture most patterns in the data, but it will also learn from the unnecessary data
present, or from the noise.

Our model may learn from noise. This will cause our model to consider trivial features
as important.

Machine Learning
Errors

¢ @ I:> e ©
1 - -

Reducible Error

Irreducible Error

| Actual Predicted
Bias Variance ) ‘
e ——> °_o
L4 &
Example of Variance
Model Actual We can see that our model has

cias learned extremely well for our

training data, which has taught it to
identify cats. But when given new
data, such as the picture of a fox,
our model predicts it as a cat, as
that is what it has learned. This
happens when the Variance is high,
our model will capture all the
features of the data given to it
including the noise, will tune itself to
the data, and predict it

Predictions Values

Example of Bias

16
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Evaluation metrics: Bias & Variance

Machine Learning
Errors

I—‘—l

Reducible Error

Irreducible Error

l—k—l

Bias Variance

Cheat Sheet — Bias-Variance Tradeoff

What is Bias?

bias = E[f'(z)] — f(z)

* FError between average model prediction and ground truth
* The bias of the estimated function tells us the capacity of the underlying model to

predict the values
What is Variance?

variance = E

*  Average variability in the model prediction for the given dataset
*  The variance of the estimated function tells you how much the function can adjust

to the change in the dataset

IU'L” N Eif’lf.r}]f]

Low Bias High Bias

g

3

=

=

g

a3

g

g

- (®

=

g

ms|

Bias variance Trade-off

High Bias Low Bias
Low Variance High Variance
A
Minimum Error
- :
e Bias
| - Fas 3 TV
O Variance
complexity >
Y ey i
:. -
iy '0'1 =
LY

Under-fitting

Just Right

Over-fitting

Preferred if size

of dataset iz small

FPreferred if size
of dataset is large

* Increasing bias (not always) reduces variance and vice-versa
* Error = bias? + variance +irreducible error

*  The best model is where the error is reduced.

* Compromise between bias and variance

High Bias s Overly-simplified Model
Under-fitting
~——————+ High error on both test and train data

High Variance Overly-complex Model
s Ower-fitting

=+ Low error on train data and high on test
=t Starts modelling the noise in the input

Source: https: //www.cheatsheets. ageel-anwar.com Tutorial: Click here
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Evaluation metrics: Bias

.'* ‘ Feedback loop

Data collection Model . Model Authorization  peployment
& data preparation development evaluation (post-authorization)
Report patient Adopt techniques Inspect decision Monitor post-authorization
characteristics from for de-biasing logic through data (e.q., patient
training data explainability characteristics)
Create datasets with Compare against Monitor post-authorization
diverse patient cohorts prior knowledge use (e.qg., performance)
Evaluate error rates Use interpretable
across different patient models

CONores

Diagram outlining proposed solutions on how to mitigate bias across the different development steps of ML-based systems for medical applications: (1)
Data collection and data preparation, (2) Model development, (3) Model evaluation, and (4) Deployment.

https://www.nature.com/articles/s43856-021-00028-w 18
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Model Complexity

Knowledge
0
o 0
O
0
O 0o ©°

Experience

Ove rﬂt‘ting

~Oreatvity

Prediction Error

< Underfitting Overfitting =

E -Of
i i
BesTs Fit 65\%

Prediction error

Model “complexity”

——— ————>

High Bias Low Bias
Low Varlance D‘H‘El‘ﬁtﬂl"lg High Variancoe
ﬁm
ﬁ errorTrain
Underfitting ——
Low Model Complexity High
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What is overfitting?

» Overfitting occurs when our machine learning model tries to cover
all the data points, or more than the required data ?omts present in

High Bias Low Bias

Low Variance High Variance

the given dataset. Because of this, the model starts caching noise 4
and 1naccurate values present in the dataset, and all these factors
reduce the efficiency and accuracy of the model. i
Minimum Error
» Reasons for Overfitting are as follows: :
* High variance and low bias
* The model is too complex
» The size of the training data
: " >
» Techniques to reduce overfitting:
« Increase training data. L .
* Reduce model complexity. o ’ 4
« Early stop{)in_g_ during the training phase (have an eye over the loss Bushd 2
over the training period as soon as loss begins to increase stop
training). Under-fitting Just Right Owver-fitting
* Ridge Regularization and Lasso Regularization. . e i s Preferred if slse
+ Use dropout for neural networks to tackle overfitting. of dataset is small of dataset is large
Regression \ + X
. A& x X X
= x : E x KO Overfitting examples
X x X X X X X X X X X
Size Size Size _ X x X _
B+ O1x O+ B1x + Byx2 O Brx + 6252 + 653+ O Under-fitting Appropirate-fitting Over-fitting
Hight bias (underfit) ~ Appropiate-fitting Highvariance || eqantevarance  Classification Good to bEtree DG 50

https://www.geeksforgeeks.org/underfitting-and-overfitting-in-machine-learning/
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Cross validation

How to Prevent Overfitting in Machine Learning?

To address this, we can split our initial dataset into /L /\
separate training and test subsets. ) / § a
Don’t touch this

Detectin overfitting IS USGfUl, but it doesn’t S_O|Ve Train and tune your models
to try: like use cross-validation \

Cross-validation:

« Cross-validation is a powerful preventative measure K-Fold Cross-Validation
against overfitting. _ _

 The idea is clever: Use your initial training data to L I ,
enerate multiple mini train-test splits. Use these splits | — 1
o tune your model. -2 | |

|

 In standard k-fold cross-validation, we partition the data k=3 \ |
into k subsets, called folds. Then, we iteratively train the

algorithm on k-1 folds while using the remaining fold as = ‘ e | 1l | |

| |

until the very end.
= 4

Holdout ‘ ‘ ‘

|

the test set (called the “holdout fold”).

* Cross-validation allows you to tune_hyperparameters H—
with only your original training set. This allows you to R \pmmmmemmmmemeemem——ee—eeo ’
keep your test set as a truly unseen dataset for . '
selecting your final model. k=10

« We have another article with a more detailed . - - TN : :
breakdown of cross-validation .1 https://elitedatascience.com/overfitting-in-machine-learning

https://elitedatascience.com/overfitting-in-machine-learning

k=5 ‘ ‘ Holdout
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Evaluation metrics: Model performance

« The most important task in building any ML model is to evaluate
its performance. So, the question arises that how would one
measure the success of a machine learning model?

« Evaluation metrics are tied to machine learning tasks. Regression Classification
« There are different metrics for the tasks of classification and o MSPE o Precision-Recall
regression. o MSAE o ROC-AUC
. . . . . o R Square o Accuracy
« Some metrics, like precision-recall, are useful for multiple tasks. oAdjusted R Square o Log-Loss

« Classification and regression are examples of supervised
learning, which constitutes a majority of machine learning

applications.
: . : , Others
* Using different metrics for performance evaluation, we should be
able 1o improve our model’s overall predictive power before we (Sl
roll it out for production on unseen data. NSO
« Without doing a_ proper evaluation of the Machine Learning * BLEU Score (NLP)

model by using different evaluation metrics, and only depending
on accuracy, can lead to a problem when the respective model is
deployed on unseen data and may end in poor predictions.

https://www.kdnuggets.com/2018/06/right-metric-evaluating-machine-learning-models-2.html

https://www.analyticsvidhya.com/blog/2021/07/metrics-to-evaluate-your-classification-model- 22
to-take-the-right-decisions/
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Metrics: When do metrics to evaluate models?

MACHINE LEARNING PIPELINE

Re-trainingiteration
g

i Model
collection Choosing \ Model At \ Model
and algorithm training G Shini SR
: and testing
preparation

A Monitoring

. deployment

Candidate Chosen

Deployed
models trained

Tested model
model

Model

model

Training data

Test Production
Test data _'clata e

Metrics Metrics

Data

Validation data

https://www.altexsoft.com/blog/machine-learning-metrics/

0 altexsoft
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Evaluation metrics: Regression problems

Divide by the total

* MAE: Mean Absolute Error is the average of the difference between the e
Original Values and the Predicted Values. It gives us the measure of how far
the predictions were from the actual output. However, they don’t gives us —_—
any idea of the direction of the error i.e. whether we are under predicting | o
the data or over predicting the data. MAE o | Z

* MSE: Mean Squared Error(MSE) is quite similar to Mean Absolute Error, < 3 P y y
the only difference being that MSE takes the average of the square of the * p
difference between the original values and the predicted values. The \ il
advantage of MSE being that it is easier to compute the gradient, whereas ey e

Mean Absolute Error requires complicated linear programming tools to
compute the gradient.

® RMSE ROOt Mean Squared EI’I’OI’ |S the eXtenS|On Of MSE that a”OWS N - number of data samples
ou to I:get rid of the squared error by calculating the square root of —9, ¥ - sctual data value
he MS I’eSU|t = y; - predicted data value

* RZ In statistics, the coefficient of determination, denoted R? or r? and
pronounced "R squared", is the proportion of the variation in the
dependent variable that is predictable from the independent
variable(s). R? explains the degree to which gour input variables ) )
explain the variation of your output / predicted variable. So, if R- Yi — ¥ A :
square is 0.8, it means 80% of the variation in the output variable is _ = Ji - predicted data value
explained by the input variables. So, in simple terms, higher the R
squared, the more variation is explained by your input variables and
hence better is your model. However, the problem with R-squared is

N - number of data samples

- actual data value

that it will either stay the same or increase with addition of more ) . A 5 Ly oy P2
var!aBIeS, even if they do not have any relationship with the output B =T = 21 (Yi=Yi) 1 _ 7 2i1(Yi—Yi)
variaples. - n 2 1 =
Y (Yi=Y) 1 38 (h-7
https://www.researchgate.net/publication/342009715 Estandarizacion de metricas de rendimien
to para clasificadores Machine y Deep Learning 24

https://towardsdatascience.com/metrics-to-evaluate-your-machine-learning-algorithm-f10ba6e38234 https://www.kdnuggets.com/2018/06/right-metric-evaluating-machine-learning-models-2.html
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Metrics: Classification problems

) Actual class
Model Performance Metrics Posilive Negative
Precision:
Classification Models 2 . : "
= TP: True Positi FP: False Positive TP
ﬂ = piNpElEmoRN =~ 0 -
o (TP +FP)
Class Labels E
Probabilities s Negative Predictive Value:
ol I FN: False Negative
g L E‘:’ir} TN: True Negative ™
Balanced Dataset Imbalanced Dataset 1. Confusion Matrix 2 = v By
2. ROC Curve- AUC Score (TN+FN)
1. Confusion Matrix 1. Confusion Matrix 3. PR Curve Recall or Sensitivity: Specificity: Accuracy:
2. Type | Error 2. F1 Score
3. Type Il Error 3. Type | Error TP TN TP + TN
4. Accuracy . ypellGB/or | 0 | T | T
5. Recall (TP + FN) (TN +FP) (TP + TN + FP + FN)
6. Precision

https://towardsdatascience.com/top-10-model-evaluation-metrics-for-classification-ml-models-
a0a0f1d51b9

https://www.analyticsvidhya.com/blog/2020/12/decluttering-the-performance-measures-of-classification-

models/

https://www.researchgate.net/publication/342009715 Estandarizacion _de metricas de rendimien
to _para clasificadores Machine y Deep Learning
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Evaluation metrics: Classification problems

Accuracy: Recall:

ACC = Liyde Recall = L
~ TP+TN+FP+FN B

Precision: F,score:

TP
Precision = —— . e ;
TP -HEP Recall " Precision

» The confusion matrix is a core element that can be used to measure the performance of the ML classification model but
it's not considered a metric. By nature, it is a table with two dimensions showing actual values and predicted values. Say, we
need to make a classifier that diagnoses patients as sick and healthy.

« Accuracy: is used to calculate the proportion of the total number of predictions that were correct. It is the number of
correct predictions divided by the total number of predictions.

* Precision: shows what ProBortion out of all positive predictions was correct. To calculate it, you divide the number of
correct positive results (TP) by the total number of all positive results (TP + FP) predicted by the classifier.

» Recall: shows a proportion of correct positive predictions out of all positives a model could have made. To calculate it, you
divide all True Positives by the sum of all True Positives and False Negatives in the dataset. In this way, recall provides an
indication of missed positive predictions, unlike the precision metric we explained above.

* F1: tries to find the balance between precision and recall by calculating their harmonic mean. It is a measure of a test's
accuracy where the highest possible value is 1. This indicates perfect precision and recall.

https://www.researchgate.net/publication/342009715 Estandarizacion de metricas de rendimien  https://www.kdnuggets.com/2020/04/performance-evaluation-metrics-classification.html
to para clasificadores Machine y Deep Learning 26

https://towardsdatascience.com/metrics-to-evaluate-your-machine-learning-algorithm-f10ba6e38234 https://www.kdnuggets.com/2018/06/right-metric-evaluating-machine-learning-models-2.html



https://towardsdatascience.com/metrics-to-evaluate-your-machine-learning-algorithm-f10ba6e38234
https://www.kdnuggets.com/2018/06/right-metric-evaluating-machine-learning-models-2.html
https://www.researchgate.net/publication/342009715_Estandarizacion_de_metricas_de_rendimiento_para_clasificadores_Machine_y_Deep_Learning
https://www.kdnuggets.com/2020/04/performance-evaluation-metrics-classification.html

Confussion matrix: examples

CONFUSION MATRIX

Diagnosis prediction

Patients 10,000

Diagnosed sick

1,000

Aty S True positives

Patients

Actually healthy 800 -
rue

False positives

https://learn.microsoft.com/es-es/azure/machine-learning/how-to-

understand-automated-ml

Diagnosed healthy

200

False negatives

8,000
negatives

0 altexsoft

Raw v Confusion Matrix

Predicted Label

A B c D E F
1500
A 1531 ] 0 0 0 0
B o 702 0 1 0 0
1000
R 0 o 1356 0 0 o
2
-
=
= D o o & 615 Q 4
=
s00
£ o o 0 0 707 0

Confusion matrix for a Bad model

R ¥ Confusion Matrix

Predicted Label

1500
Al 1526 o 5 ] o o
B 2 eo1 3 o o 7
1000
'_g c o o v} o 1
=
@
= 1
= D -] i 146 350 o 119
500
E 56 45 5 0 465 136
F o 0 42 o o 1466

0

Confusion matrix for a Good model

Confussion examples with multiple classes
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Conclusion: ML Workflow

Machine Learning — Model Flowchart

Unsupervised

Get Data Wiode}

Split Data Train Data =

Test Data

End

Next day we are going to
practice, to make some ML
models and to calculate metrics.
For this we will use Colabs and
you will need a Google account

Matrix

Classification

Regression e

Test Model

; Yes
RMSE

Font: Internet
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Resources: Datasets

» Kaggle repository: https://www.kaggle.com/datasets

* UCI Repository: http://www.ics.uci.edu/~mlearn/MLRepository.htm|

e UCI KDD Archive: http://kdd.ics.uci.edu/summary.data.application.html

e Statlib: http://lib.stat.cmu.edu/

e Delve: http://www.cs.utoronto.ca/~delve/

* https://www.researchgate.net/publication/342009715 Estandarizacion de metricas de rendimi
ento para clasificadores Machine y Deep Learning

e https://www.kdnuggets.com/2020/04/performance-evaluation-metrics-classification.html

* https://towardsdatascience.com/metrics-to-evaluate-your-machine-learning-algorithm-
f10babe38234
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Resources: Journals

* Journal of Machine Learning Research www.jmlr.org

* Machine Learning

* Neural Computation

* Neural Networks

* |[EEE Transactions on Neural Networks

* |EEE Transactions on Pattern Analysis and Machine Intelligence
* Annals of Statistics

* Journal of the American Statistical Association


http://www.jmlr.org/

Resources: Conferences

International Conference on Machine Learning (ICML)
e |CMLOS5: http://icml.ais.fraunhofer.de/

European Conference on Machine Learning (ECML)
* ECMLO5: http://ecmlpkddO5.liacc.up.pt/

Neural Information Processing Systems (NIPS)
* NIPSO5: http://nips.cc/

Uncertainty in Artificial Intelligence (UAI)
e UAIO5: http://www.cs.toronto.edu/uai2005/

Computational Learning Theory (COLT)
e COLTOS5: http://learningtheory.org/colt2005/

International Joint Conference on Artificial Intelligence (1JCAI)
* [JCAIO5: http://ijcai05.csd.abdn.ac.uk/

International Conference on Neural Networks (Europe)
e ICANNO5: http://www.ibspan.waw.pl/ICANN-2005/
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