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www.hpchow.com

®
°®
@® Barcelona

Marie Curie, 8 - 08042 Barcelona (Spain)

| Merlo Gure. 8- 08042 Barcslona Spaln
Young company (born in 2012)
Staff: 35 HPC folks

No financial dependencies

Strong growth

EU joint venture < dOitnOV\/

HPC Services

Auckland @

info@hpcnow.com - www.hpcnow.com
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QIPC Nowh

The company's core values are a deep understanding of the
most advanced technologies in HPC along with extensive
experience in customer and user support. The similarity of HPC
technologies, both technically and commercially, with other
growing IT sectors -Big Data, artificial intelligence, cloud com-
puting- allow us to offer solutions in these areas as well.

Providing careful and detailed solutions and the successful
customer response to our services has allowed HPCNow! to
grow without external funding and to have the means to tackle
any new challenge.

+200 +100 +100 +50  +3.000

years of accumulated satisfied customers in HPC clusters installed distributed storage users who have

experience 15 different countries on 5
continents

solutions deployed received HPC training
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Q‘IPC Nowh

We are passionate about new challenges
and HPC technologies enthusiasts. Our goal
is to take full advantage of supercomputing
to provide solutions to our customers' scien-
tific or engineering dares.

g -=

SW & HW & Cloud agnostics

User-oriented company

IT + scientific background

HPC services and solutions



Q—lpc Nowﬁ

Services and turnkey solutions
adapted to your needs

HPCNow! provides its customers with the best solutions, getting the
most out of their systems and maximizing the investment made.
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QIPC Nowh

Services

Planning

HPCNow! performs detailed planning of all the
required components for the optimal performance of
an HPC system. On HPC systems already running,
also consulting is offered in order to achieve the best
solution to enhance execution and user experience.

@ Consulting ® Solution Design


https://hpcnow.com/services/planning/

wWwWw.hpchow.com
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Services

Installation

HPCNow! takes care of the full installation of an HPC
system, from the hardware to the final application,
including customized training that covers all neces-
sary details for a successful administration and
proper use of the resources.

@ Infrastucture ® Software

@ Training
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https://hpcnow.com/services/installation/

Www.hpcnow.com

QlPC Nowh

74
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SEES

Maintenance

HPCNow! conducts the whole maintenance of an HPC
system through its lifetime. It also offers the best
support to the users, advising and resolving any
technical issues that may arise, quickly and efficiently.

@ Support ® Managed Services


https://hpcnow.com/services/maintenance/

QIPC Nowh

| Solutions
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QIPC Nowh

Computational 1
Simulation
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Big Data f

HPC Technologies

Storage Cloud

Solutions

| Sectors

HPC technologies are cross-cutting and cover
an increasing number of areas. HPCNow! offers
services and solutions applicable in all sectors
and industries to accelerate and ensure your
project success.

® Research @ Genomics @ Energy
® Pharma @ Automotive @ Banking
® Biotechnology ® Aeronautical ® Media
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QIPC Nowh

We are hiring!
https://hpcnow.com/jobs/
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HPC: High Performance Computing

Multiple servers, (nodes)
Working over an high speed network together as a cluster
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Data Center



Differences between Desktop Computer and HPC

A HPCportals!!!

e No Graphical User Interface (GUI)
e Programs are executed in batch mode
e Resources are shared between multiple users

s
%2
§ ® \Workstation
® |ocal Server Local
® Cloud HPC
® HPC Provider Company RemOte
® HPC Public Center
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CSiIC

HPC Public centers

0606

RED ESPAROLA DE
SUPERCOMPUTACION

TIERO
European Centers

EuroHPC

+ Capacity

+ Facilities



Why use an HPC?

The key goal is to solve the problems faster.

e Speed — Split the work between several processors : the program will run N-ish times faster by using N
processors.

e Volume — large data analyses

e Cost — faster results, reduced wet lab analyses

e Efficiency and convenience — shared resources used 24/7, no need to use all resources of your own PC
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Why use an HPC?

The key goal is to sol

e Volume — large datz:
e Cost — faster result

—

es faster by using N

Speed  Split the w kS Because life is short.

processors. - - <

Efficiency and conve rces of your own PC



HPC Suitable Work

—

Suitable Work /
e When tasks take too long Because life is short.

e \When one server is not enough ) N
e \When my problem consumes large amounts - .
of memory
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Less Suited Work

e Windows only software
e Interactive software i.e. GUI
e Inefficient, un-optimised software




Chemical Research
21.7%
Physics
4.5%

Map Reduce
5.5%

Visualization/Image
Analysis

0,
5.8% Business Intelligence

13.4%
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Structural Analysis
7.3%

Biosciences

Weather/Environment 10.1%

Modeling
7.9%
Fluid Dyanmics
Analysis
9.9%

Storage: 1 PB = 10" kB = 10° MB = 10° GB = 10° TB.



https://es.wikipedia.org/wiki/Kilobyte
https://es.wikipedia.org/wiki/Megabyte
https://es.wikipedia.org/wiki/Gigabyte
https://es.wikipedia.org/wiki/Terabyte

HPC or HTC?

High High
Performance Throughput
= (Capability) (Capacity)

3 | Parallel Parametric
g methods methods
Fine-grained Course-grained

Applications Applications
- Many-node - Single-node
- Few concurrent runs - Many concurrent runs

- High interconnect use - No interconnect use
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HPC in Life Sciences recent papers :

Queried NCBI PubMed on April 11,2023

National Library of Medicine

National Center for Biotechnology Information

Pu bmed ® ‘ (HPC) AND (High performance computing) X m

Advanced Create alert Create RSS User Guide

‘ Save H Email || Sendto ‘ Sortedby:Bestmatch‘ Display options £¥ ‘

745 results Page 1 | of7s >

) ___._.....n....|||||||I
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Editorial | Published: 18 July 2018

HPC in Life Sciences recent papers i o e rerfomence compuing in o

Luping Zhou, Islem Rekik, Chenggang Yan & Guorong Wu

~ = Neuroinformatics 16,283 (2018) | Cite this article Research | Open Access | Published: 16 December 2022
Jourmars R Briefings in Bioinformatic 2370 Accesses | 2 Citations | Metrics Profiling the BLAST bioinformatics application for load

balancing on high-performance computing clusters

el Pl

Trinity Cheng, Pei-Ju Chin, Kenny Cha, Nicholas Petrick & Mike Mikailov &1

Brief Bioinform. 2017 Sep; 18(5): 870-885. PMCID: PMC
Published online 2016 Jul 7. doi: 10.1093/bib/bbw058 PMID: 2 High Performance Computing PP-Distance Algorithms to Generate X-ray Spectra from 3D BMC Bioinformatics 23, Article number: 544 (2022) | Cite this article
Models 987 Accesses | 4 Altmetric | Metrics

Graphics processing units in bioinformatics, computational biology and systems biolc by (@) César Gonzalez 1" 2@, () simone Balocco 2 @, (@) Jaume Bosch 3, 2 Juan Miguel de Haro 3 @, ) Maurizio Paolini 4,

) Antonio Filgueras 3@, ) Carlos Alvarez 3@ and ) Ramon Pons 1" &

Editorial

1 Institut de Quimica Avangada de Catalunya (IQAC-CSIC), 08034 Barcelona, Spain

Is high performance computing a 20 of and Informatis, Universtat de Barcelona, 08007 Barcelons, Spain
requirement for novel dl’llg discovery and 3 Barcelona Supercomputing Center (BSC), 08034 Barcelona, Spain Biol Methods Protoc. 2022; 7(1): bpac032. PMCID: PMC9767868

N . . . 4 INTEL, 20090 Assago, ltaly Published online 2022 Nov 15. doi: 10.1093/biomethods/bpac032 PMID: 36561335
how will this impact academic efforts?

" Authars tn whom corresnondence should be addressed.

Jsua::s;::::‘rzag'npzri:zn;? gj; f:gg:;:: Immune R ep ertoire An alysis on Hi gh-P erformance . Teaching convlputational genomics and bioinformatics on a high performance computing
P 6185 Recohed 60 2010 Acosd 174028 (< 00 i o [ sing VDI Server V1: A Method by the tps:lidoi.org/10.3390/ijms231911408 cluster—a primer
66 Download citation B https://dol.org/10.1080/174 p g g : Y 20 20221 22 20221 : 27 2022 Arun Sethuraman®

AIRR Community Exscalate4CoV: Innovative High Performing Computing (HPC) Strategies

Scott Christley, Ulrik Stervbo & Lindsay G. Cowell Flon beha t0 Tackle Pandemic Crisis

Protocol | Open Access | First Online: 28 May 2022 by £} Andrea R. Beccari ! ©ana ) Giulio Vistoli 2* =20

igh-Performance Computing in Cardiovascular Medicine
of Multi-Dimensional Data Analysis-

4292 Accesses

Open Access ] Published: 03 May 2018 1 EXSCALATE, Dompé Farmaceutici S.p.A., Via Tommaso De Amicis 95, 1-80131 Napoli, Italy

, Part of the Methods in Molecular Biology book series (MIMB 2 pip di Scienze F i Universita degli Studi di Milano, Via Mangiagalli 25, 1-20133 Milano, Italy  chea
Towards Portable Large-Sc: . re, Shinichi Goto
> > Author to whom should be

High-Performance Computing
Hyperparameter Tuning with | jnz. J. Mol. Sci. 2022, 23(19), 11576; http i.org/10.3; ij 31911576 . p it : = =
Yuankai Huo &, Justin Blaber, Stephen M. Damon, Brian D. Boyd, Shun; Learning for Imbalanced Alzheimer's uisease vata . B ar dinamics, Artificial intelligence, Neural network, Machine learning

Camilo Bermudez Noguera, Shikha Chaganti, Vishwesh b b @ Fan znang 12" £©, @ Melissa petersen 12 2, @ Leigh Johnson 13 &, @ James Hall 12 2 and e
d R et () 6id €5 0Bryant 12

Parvathane

Greer, WA~ 145+ Wfilliam B Cransk Allin T MaiibAn Daukar B Danace 0 . . . .
" J Med Libr Assoc. 2018 Oct; 106(4): 494-495. 1 Institute for Translational Research, University of North Texas Health Science Center, Fort Worth, TX 76107, USA ngh—PerfO] mance Computlng n Bayeslan
BaBIE NS AliE2018 QS B B0 EL OB IR e 2 Department of Family Medicine, University of North Texas Health Science Center, Fort Worth, TX 76107, USA

3 Department of Pharmacology and Neuroscience, University of North Texas Health Science Center, Fort Worth, TX Phylo genetic S and Phyl 0 dyn am i CcS Usin g B E AG L E

Journaloj : . . | Tewrusa
High-performance computing service for bioinformatic:  Author towhom correspondence should be addressed.

Landman

Guy Baele &, Daniel L. Ayres, Andrew Rambaut, Marc A. Suchard & Philippe Lemey

Jean-Paul Courneya Appl. Sci. 2022, 12(13), 6670; https:/idoi.org/10.3390/app12136670
Biocomputing 2023, pp. 541-545 (2022) £ opsiiAces @) lo) A ] First Onli 06 July 2019
Bioinformationist, Health Sciences and Human Services Library, Univ pen Access Irst Online: uly
HIGH-PERFORMANCE COMPUTING MEETS HIGH-PERFORMANCE MEDICINE
Alexa Mayo, AHIP ok 2
e Anurag Verma, Jennifer Huffman, Ali Torkamani, and Ravi Madduri sses | 4 Citations ‘ 8 Altmetric

Associate Director for Services, Health Sciences and Human Service
g1 https://dol.org/10.1142/9789811270611_0050 | Cited by: 0 e Methods in Molecular Biology book series (MIMB,volume 1910)


https://doi.org/10.1093%2Fbib%2Fbbw058
https://doi.org/10.1007/s12021-018-9393-x
https://doi.org/10.1093%2Fbiomethods%2Fbpac032
https://doi.org/10.1080/17460441.2020.1758664
https://doi.org/10.1007/s10278-018-0080-0
https://doi.org/10.3390/ijms231911408
https://doi.org/10.1007/978-1-4939-9074-0_23
https://link.springer.com/protocol/10.1007/978-1-0716-2115-8_22
https://doi.org/10.5195%2Fjmla.2018.512
https://doi.org/10.5195%2Fjmla.2018.512
https://doi.org/10.1142/9789811270611_0050
https://doi.org/10.1142/9789811270611_0050
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-022-05029-7
https://doi.org/10.3390/ijms231911576

Some topics covered and tools used

- protein folding - AlphaFold
- drugs design - Nextflow - workflow managers
- genomics - Cl/ICD
£ - WGS - containers
g - RNAseq
g - proteome o _
g - metabolome - Quantum computing is coming
- cloud vs on-prem
- ecology

- GPU

- large datasets _ | |
- precision medicine - Future directions in HP

- ML/AI
- simulations - Heroes



https://alphafold.ebi.ac.uk/
https://www.nextflow.io/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5862309/
https://youtu.be/c14lyoDlp5M
https://heroes-project.eu/
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User Workflow

On a HPC system you send your script to the queue to be run and use the computational resources

S

Compute Nodes

Login Node

£
<]
5
o
c
o
o3
<

Scheduler

Your Workstation

Interactive Job
Sessions




HPC Best practices

e NEVER run scripts outside of Workload scheduler
e Use the short or interactive queue to test your simulations
e Work on /sharedor /scratch forlight i/0 jobs

e Work on /tmp for intensive i/o jobs
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e Store temporary files on /scratch

e Move important files to /projects




O
O
=)
—~
™D
T
—~
n

o
<
I
-
-

e
-
-




DEMO

https: ithub.com/kErica/2023UB-formation/tree/master/2023-Worksho
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https://github.com/kErica/2023UB-formation/tree/master/2023-Workshop
https://github.com/kErica/2023UB-formation/tree/master/2023-Workshop

