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Company



● Young company (born in 2012)
● Staff: 35 HPC folks
● No financial dependencies
● Strong growth 
● EU joint venture



+200

years of accumulated 
experience

satisfied customers in 
15 different countries on 5 

continents

HPC clusters installed distributed storage 
solutions deployed

users who have 
received HPC training

+100 +100 +50 +3.000







https://hpcnow.com/services/planning/


https://hpcnow.com/services/installation/


https://hpcnow.com/services/maintenance/


Solutions





Contribution to HPC community 



Contribution to HPC community 

We are hiring! 
https://hpcnow.com/jobs/

https://hpckp.org/
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HPC: High Performance Computing

Multiple servers, (nodes)
Working over an high speed network together as a cluster

Data Center

Rack Node Memory Disk

Board



Differences between Desktop Computer and HPC

● No Graphical User Interface (GUI)                                                HPCportals!!!!
● Programs are executed in batch mode
● Resources are shared between multiple users

Local

Remote

● Workstation
● Local Server

● Cloud HPC
● HPC Provider Company
● HPC Public Center 



HPC Public centers



Why use an HPC?

The key goal is to solve the problems faster.

● Speed → Split the work between several processors : the program will run N-ish times faster by using N 
processors. 

● Volume → large data analyses
● Cost → faster results, reduced wet lab analyses
● Efficiency and convenience → shared resources used 24/7, no need to use all resources of your own PC
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HPC Suitable Work 

Suitable Work

● When tasks take too long
● When one server is not enough
● When my problem consumes large amounts 

of memory

Less Suited Work

● Windows only software
● Interactive software i.e. GUI
● Inefficient, un-optimised software

Because life is short.



What HPC used for?

Storage: 1 PB = 1012 kB = 109 MB = 106 GB = 103 TB.

https://es.wikipedia.org/wiki/Kilobyte
https://es.wikipedia.org/wiki/Megabyte
https://es.wikipedia.org/wiki/Gigabyte
https://es.wikipedia.org/wiki/Terabyte


HPC or HTC?

Parallel 
methods

Parametric  
methods



HPC in Life Sciences recent papers :

Queried NCBI PubMed on April 11, 2023



HPC in Life Sciences recent papers

https://doi.org/10.1093%2Fbib%2Fbbw058
https://doi.org/10.1007/s12021-018-9393-x
https://doi.org/10.1093%2Fbiomethods%2Fbpac032
https://doi.org/10.1080/17460441.2020.1758664
https://doi.org/10.1007/s10278-018-0080-0
https://doi.org/10.3390/ijms231911408
https://doi.org/10.1007/978-1-4939-9074-0_23
https://link.springer.com/protocol/10.1007/978-1-0716-2115-8_22
https://doi.org/10.5195%2Fjmla.2018.512
https://doi.org/10.5195%2Fjmla.2018.512
https://doi.org/10.1142/9789811270611_0050
https://doi.org/10.1142/9789811270611_0050
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-022-05029-7
https://doi.org/10.3390/ijms231911576


Some topics covered and tools used

- protein folding
- drugs design
- genomics

- WGS
- RNAseq
- proteome
- metabolome

- ecology
- large datasets
- precision medicine
- ML / AI
- simulations

- AlphaFold
- Nextflow - workflow managers
- CI/CD
- containers

- Quantum computing is coming
- cloud vs on-prem
- GPU
- Future directions in HPC

- Heroes

https://alphafold.ebi.ac.uk/
https://www.nextflow.io/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5862309/
https://youtu.be/c14lyoDlp5M
https://heroes-project.eu/
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User Workflow

On a HPC system you send your script to the queue to be run and use the computational resources



HPC Best practices

● NEVER run scripts outside of Workload scheduler

● Use the short or interactive queue to test your simulations 

● Work on /shared or /scratch for light i/o jobs

● Work on /tmp for intensive i/o jobs

● Store temporary files on /scratch

● Move important files to /projects
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DEMO

https://github.com/kErica/2023UB-formation/tree/master/2023-Workshop

https://github.com/kErica/2023UB-formation/tree/master/2023-Workshop
https://github.com/kErica/2023UB-formation/tree/master/2023-Workshop

